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Schrödinger equation contains most of a system’s chemistry:

ℋ" 	Ψ %,… %!;	($, …(% =EΨ %,… %!;	($, …(%
Born-Oppenheimer Approximation:
Assume that electronic relaxation is much faster than nuclei motion (me << mN). 
Then can assume electrons move in the field of fixed nuclei.

WARNING: (me << mµ) NOT true for muons. 
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• n(r)=⟨# $#, … $&	 |# $#, … $$	 ⟩ electronic density.

• Eel[n(r)] = Te[n(r)] + VeN[n(r)] + VH[n(r)] + EXC[n(r)]. (LDA, PBE, B3LYP)

• n(r)=⟨*($#)…*($$)|⟨*($#)…*($$)|⟩ system of fictional N-independent 
particles each represented by * $' .	
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Can solve the Schrödinger equation and obtain an approximate energy and wave 
function for the system.

Born-Oppenheimer

D
F
T

Black Box with Suitable Approximations



Home  News  Events  FAQ  Contacts

CRYSTAL

Features

Theoretical background

How to cite

CRYSTAL User's Manual

SOFTWARE

How to get a copy

Download

License fee

Platforms

DOCS & SETS

Documentation

Encoded Packages

CRYSCOR

TOPOND

Tutorials

Basis Sets

Applications

Animations of vibrational modes

CRYSTAL14

The new version of CRYSTAL is available and can be downloaded from the CRYSTAL solutions web site

The CRYSTAL Team is pleased to announce the release of CRYSTAL14 (current version: v1.0.3).
CRYSTAL14 is a major release and the most relevant new features are:

Static first- and second-hyperpolarizability and the corresponding electric susceptibilities tensors through a Coupled Perturbed
HF/KS scheme
Improved phonon dispersion calculation (phonon band structure and DOSs, ADPs and Debye-Waller factors, ...)
Raman and IR intensities through a CPHF/KS approach
Automated calculation of the piezoelectric and photoelastic tensors of crystalline systems
New DFT functionals: mGGA, Range-separated hybrids and Double-hybrids
Automatic generation of fullerene-like structures
New tools to model low-dimensionality systems (nanorods, nanoparticles, ...)
New tools for the treatment of solid solutions
Improved Massive-parallel version (MPPcrystal - distributed memory)

Internal interface to CRYSCOR for electronic structure calculations of 1D,- 2D- and 3D-periodic non-conducting systems at the L-
MP2 correlated level and Double-Hybrids
Internal interface to TOPOND for topological analysis of the charge density

Upcoming events in 2016

MSSC2016 - Ab initio Modelling in Solid State Chemistry 
London Edition (New Users) 
London (UK), September 19-23, 2016

MSSC2016 - Ab initio Modelling in Solid State Chemistry 
Torino Edition 
Torino (Italy), September 4-9, 2016

Overview
CRYSTAL is a general-purpose program for the study of crystalline solids, and the first which has been distributed publicly. The first
version was released in 1988 and then six next versions have followed: CRYSTAL92, CRYSTAL95, CRYSTAL98, CRYSTAL03,
CRYSTAL06 and CRYSTAL09.

The CRYSTAL program computes the electronic structure of periodic systems within Hartree Fock, density functional or various hybrid
approximations (global, range-separated and double-hybrids). The Bloch functions of the periodic systems are expanded as linear
combinations of atom centred Gaussian functions. Powerful screening techniques are used to exploit real space locality. 
Restricted (Closed Shell) and Unrestricted (Spin-polarized) calculations can be performed with all-electron and valence-only basis sets
with effective core pseudo-potentials.

The program can automatically handle space symmetry (230 space groups, 80 two-sided plane groups, 99 rod groups, 45 point
groups are available ). Point symmetries compatible with translation symmetry are provided for molecules. Helical symmetry is now
available (up to order 48). 
Input tools allow the generation of a slab (2D system), or a cluster (0D system), from a 3D crystalline structure, or the creation of a
supercell with a defect, or nanotubes (1D system) from a single-layer slab model (2D system).

The code may be used to perform consistent studies of the physical and chemical properties of molecules, polymers, nanotubes,

Welcome to the CRYSTAL official web site

CRYSTAL14 RELEASED!CRYSTAL14 RELEASED!
New features and performance enhancements for an improved
characterization of periodic systems.
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clearly demonstrate the need to include electron correlation in order to provide semi-quantitative 
agreement with experimental observations. The effectiveness of semi-empirical, Hartree-Fock, and 
DFT methods have also been evaluated in the work of Batra et al. [32], where a selection of small 
organic molecules were selected as prototype systems. However, the cyclohexadienyl muoniated 
radical was one of the first to be studied using the µSR technique [34], and is now considered a classic 
prototype system in muoniated radical chemistry [24, 35]. We therefore use this system to evaluate 
the effectiveness of various theoretical models, starting simple and building in complexity. 

When muonium reacts with an unsaturated C=C bond in benzene, the muoniated cyclohexadienyl 
radical is formed, with the unpaired electron density delocalised throughout the ring (Figure 5). It is 
therefore possible to observe the muon-electron, Aµ hyperfine coupling, as well as the ipso nuclear-
electron coupling. Ortho, meta and para couplings are possible in theory, but their distance from the 
muon makes them difficult to observe. Yu et al. reported TF and ALC µSR measurements of the 
cyclohexadienyl muoniated radical at 293 K, with hfcc’s of Aµ = 514.807 MHz for the muon and Ak = 
126.133 MHz for the ipso proton [36]. Here, we compare this data (calculated from least squares 
fitting) with values from static gas phase calculations at 300 K obtained using a selection of popular 
functionals (HF, TPSS [37], B3LYP [38], PBE [39] and PBE0 [40]) all in combination with the EPR-
III [41] basis set (Table 1). All of the calculations use a proton in place of the muon, and we account 
for the larger gyromagnetic ratio of the muon relative to the proton, by scaling Aµ values by a factor of 
3.183. However, since the structure was geometry optimised as a protonated radical, the C–µ and the 
C–H (ipso) bond lengths are unrepresentative of a muoniated radical. Consequently, the magnitudes 
of Aµ and Ak (ipso) appear to be significantly underestimated. The most computational inexpensive 
model, HF/EPR-III provides the best overall agreement; underestimating Aµ by 18.5 MHz (3.6 % 
error), and overestimating Ak by 29.8 MHz (23.6 % error) compared to the experimental values. 
Practically, in the setting of an ALC type experiment, this corresponds to a 686 Gauss and 2601 Gauss 
difference in the magnetic field positions of the ∆1 and ∆0 resonances, respectively. This magnitude of 
error is too large for the calculations to be considered useful, especially when considering application 
to more complicated systems where numerous radical species are possible, and the aim of the 
calculation is facilitate identification of the radical structure.  

 

Figure 5. muonium addition to benzene. 

 
 Aµ (MHz) ∆1Bres (Gauss) Ak ipso (MHz) ∆0Bres (Gauss) 

Exp.(a) 514.8 19088 126.1 20798 
HF 496.3 18402 (686) 155.9 18197 (2601) 
TPSS 477.1 17692 (1396) 149.9 17495 (3303) 
B3LYP 479.7 17785 (1303) 150.7 17587 (3211) 
PBE 485.5 18001 (1087) 152.5 17801 (2997) 
PBEO 473.7 17563 (1525) 148.8 17368 (3430) 
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anion (which can formally be viewed as the product of the
reaction between a carbene and the simplest radical, the electron)
has been generated electrochemically from a stable singlet
carbene and studied by electron spin resonance (ESR), cyclic
voltammetry, and theoretical methods13,14 The magnitude of the
proton coupling in the ESR spectrum of the radical anion derived
from 1,3,4-triphenyl-4,5-dihydro-1H-1,2,4-triazol-5-ylidene im-
plies that about two-thirds of the unpaired spin density is
delocalized onto one of the substituent phenyl rings. There is
also a small nitrogen coupling. Thus, at most, one-fourth of the
unpaired electron density remains at the nominal radical center
(the original carbene). In a formal sense, the H atom adduct
may be viewed as the protonated radical anion, but this cannot
be used to predict the preferred site of radical attack on the
carbene, which depends on both the reactivity of the various
sites and the geometry of the transition state.
For imidazol-2-ylidenes, it is not obvious how the hydrogen

atom will react, particularly given recent theoretical evidence
for π-electron delocalization around the ring.15,16 Thus, the
addition of a hydrogen atom to carbenes 1 and 2 could occur at
(a) the carbeneic carbon to produce 1a and 2a or (b) the alkeneic
carbon to produce 1b and 2b (Scheme 1). The hydrogen atom
might also add to the mesityl (2,4,6-trimethylphenyl) rings of
carbene 2, to give one or more of the cyclohexadienyl radicals
shown in Scheme 2.
The hydrogen atom is an excellent probe of reactivity because

its small size minimizes steric interference and its simple
structure avoids additional electronic effects. However, H is not
a common reagent for solution studies, largely because of
complications inherent in its generation. Most commonly, the
H atoms are produced by photolysis or radiolysis of water or
other protic solvents, but this usually results in other radical
species. In addition, such solvents are not compatible with
imidazol-2-ylidenes. Rather than use H atoms to generate the
radicals and ESR to observe them, we have used a light isotope
of hydrogen called muonium (Mu ) [µ+,e-]) and detected the
radicals by techniques collectively known as muon spin rotation

and resonance (µSR).17-20 Mu is a one-electron atom whose
nucleus is the positive muon; it is chemically identical to H,
but has one-ninth the mass. Its usefulness as a probe of hydrogen
atom chemistry is well documented.21-23
There are several advantages to using µSR rather than ESR:

(1) Mu is formed by irradiation of a sample with positive muons,
so there is no need for complicated mixtures necessary to
produce H, and there are no observable side reactions. (2) Mu
can be produced with the muon spins almost 100% polarized,
whereas the polarization in ESR experiments is normally limited
by the Boltzmann population difference (less than 0.1%
polarization for X-band ESR and room temperature). (3) The
muon is radioactive with a lifetime of 2.2 µs, and the positron
produced in the decay is emitted preferentially along the
direction of the muon spin, which provides a convenient method
of monitoring the evolution of the muon spin. Muon hyperfine
coupling constants (Aµ) can be measured by transverse field
muon spin rotation (TF-µSR), and the hyperfine coupling
constants (hfc’s) for other magnetic nuclei in the radical can be
determined by muon avoided level-crossing resonance (µLCR).
(4) The radicals detected by µSR are formed within 10 ns of
implantation of the muon, which allows for the determination
of the products formed solely by Mu addition and not by
rearrangements or any other process. (5) The relative signs of
the hfc’s can be determined by µLCR, something which is rarely
possible by ESR.
Here, we present theoretical calculations on the possible

radicals formed by hydrogen atom addition to the stable carbenes
1 and 2. We have focused our efforts on the imidazol-2-ylidenes
(1,2) because of their high symmetry and the availability of
isotopically labeled samples. The results of the calculations were
confirmed by the detection of muoniated radicals formed by
addition of muonium to the carbenes.

2. Computational Methods
Theoretical calculations on the parent carbenes and the radicals

resulting from Mu addition to the imidazole ring were carried out using
the Gaussian 98 suite of programs.24 The calculation of the hfc’s of
open shell systems has been a considerable challenge, and it is only
recently that density functional theory (DFT) calculations have been
successful in reproducing the geometry and magnetic properties of free
radicals at moderate computational cost, relative to other appropriate
methods.25,26 Accurate calculation of the hfc’s also requires inclusion
of solvent effects and averaging over large amplitude modes.27

(13) Enders, D.; Breuer, K.; Raabe, G.; Simonet, J.; Ghanimi, A.; Stegmann,
H. B.; Teles, J. H. Tetrahedron Lett. 1997, 38, 2833.

(14) Pause, L.; Robert, M.; Heinicke, J.; Kühl, O. J. Chem. Soc., Perkin Trans.
2 2001, 1383.

(15) Heinemann, C.; Müller, T.; Apeloig, Y.; Schwarz, H. J. Am. Chem. Soc.
1996, 118, 2023.

(16) Boehme, C.; Frenking, G. J. Am. Chem. Soc. 1996, 118, 2039.

(17) Cox, S. F. J. J. Phys. C: Solid State Phys. 1987, 20, 3187.
(18) Brewer, J. H. In Encyclopedia of Applied Physics; VCH Publishers: New

York, 1994; Vol. 11, pp 23-53.
(19) Roduner, E. Appl. Magn. Reson. 1997, 13, 1.
(20) Blundell, S. J. Contemp. Phys. 1999, 40, 175.
(21) Roduner, E. The PositiVe Muon as a Probe in Free Radical Chemistry;

Lecture Notes in Chemistry 49; Springer-Verlag: Berlin, 1988.
(22) Walker, D. C. J. Chem. Soc., Faraday Trans. 1998, 94, 1.
(23) Rhodes, C. J. J. Chem. Soc., Perkin Trans. 2 2002, 1379.
(24) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. B.; Robb, M.

A.; Cheeseman, J. R.; Zakrzewski, V. G.; Montgomery, J. A., Jr.; Stratmann,
R. E.; Burant, J. C.; Dapprich, S.; Millam, J. M.; Daniels, A. D.; Kudin,
K. N.; Strain, M. C.; Farkas, O.; Tomasi, J.; Barone, V.; Cossi, M.; Cammi,
R.; Mennucci, B.; Pomelli, C.; Adamo, C.; Clifford, S.; Ochterski, J.;
Petersson, G. A.; Ayala, P. Y.; Cui, Q.; Morokuma, K.; Rega, N.; Salvador,
P.; Dannenberg, J. J.; Malick, D. K.; Rabuck, A. D.; Raghavachari, K.;
Foresman, J. B.; Cioslowski, J.; Ortiz, J. V.; Baboul, A. G.; Stefanov, B.
B.; Liu, G.; Liashenko, A.; Piskorz, P.; Komaromi, I.; Gomperts, R.; Martin,
R. L.; Fox, D. J.; Keith, T.; Al-Laham, M. A.; Peng, C. Y.; Nanayakkara,
A.; Challacombe, M.; Gill, P. M. W.; Johnson, B.; Chen, W.; Wong, M.
W.; Andres, J. L.; Gonzalez, C.; Head-Gordon, M.; Replogle, E. S.; Pople,
J. A. Gaussian 98, revision A.11.3; Gaussian, Inc.: Pittsburgh, PA, 2002.

(25) Malkin, V. G.; Malkina, O. L.; Eriksson, L. A.; Salatrub, D. R. In Modern
Density Functional Theory, A Tool for Chemistry; Seminario, J. M., Politzer,
P., Eds.; Elsevier: New York, 1995.

(26) Becke, A. D. J. Chem. Phys. 1993, 98, 1372.

Scheme 1. Possible Reactions of Stable Imidazole-type Carbenes
with the Hydrogen Atom (and Its Isotope Muonium, Mu)
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modeled this by reoptimizing the structure of 2a with the mesityl
rings fixed perpendicular to the N1-C2-N3 plane. This resulted
in negligible spin density on the mesityl rings and a larger muon
hfc.
The hfc’s of the muon and the R-carbon (C2) in 1a and 2a

were found to depend very strongly on the out-of-plane angle
φ,39 whereas the 14N hfc is not greatly affected (Table 2). Thus,
accurate prediction of hfc’s at a given temperature would require
calculation of the effect of vibrational averaging. Because a full
vibrational analysis is beyond our present computational
capability, we have resorted to an empirical procedure to
simulate the effect of vibrational averaging: The value of φ
was adjusted for each radical so that the calculated muon hfc’s
agree with those determined by experiment (see below). Tables
3 and 4 list the calculated hfc’s for the energy minimum and
vibrationally averaged radical structures.

4. µSR Experiments
The carbenes 1,3-bis(isopropyl)-4,5-dimethylimidazol-2-

ylidene43 (1) and 1,3-dimesityl-imidazol-2-ylidene41 (2) were
prepared following the literature procedures. A 13C-labeled

sample of 1 (40% enriched at C2) was prepared starting from
13CS2. The samples used for µSR consisted of a 1 M solution
of 1 in THF and a 0.5 M solution of 2 in THF. Prior to muon
irradiation, the solutions were subjected to several freeze-
pump-thaw cycles to remove any dissolved oxygen and then
sealed in nonmagnetic stainless steel cells. The cells are designed
such that the muon beam (nominal momentum 28 MeV/c)
passes with negligible loss through the 0.025 mm thick stainless
steel foil window but stops completely in the sample. The
temperature of the sample was maintained by circulating fluid
from a constant-temperature bath through the sample mount,
which was surrounded by vacuum. The experiments were
performed at the M20 beam line of the TRIUMF cyclotron
facility in Vancouver, B.C., using the HELIOS µSR spectrom-
eter. Details of the apparatus and the muon spectroscopic
techniques are available in greater detail elsewhere.44,45
Muon hyperfine coupling constants were determined by

transverse field muon spin rotation (TF-µSR). An example is
shown in Figure 3, which shows the effect of muon irradiation
of 1 at 298 K. Only one type of radical was found, as is evident
from the characteristic pair of frequencies above and below the
muon Larmor frequency. The difference between these two
radical precession frequencies is a direct measure of the muon
hfc:

The muon hfc for the radical produced from 1 was found to be
Aµ ) 246.43 ( 0.02 MHz. A similar experiment on carbene 2
yielded a single radical with muon hfc Aµ ) 286.69 ( 0.07
MHz at 298 K.
Hyperfine coupling constants for other nuclei in the radicals

were determined by muon avoided level-crossing resonance. In
this technique, each magnetic nucleus (characterized by a
hyperfine constant Ak) gives rise to a resonance at a value of
the magnetic field determined primarily by the difference
between Aµ and Ak:

where M is the z-component of the total spin of the unpaired

(43) Kuhn, N.; Kratz, T. Synthesis 1993, 561.

(44) Percival, P. W.; Brodovitch, J.-C.; Leung, S.-K.; Yu, D.; Kiefl, R. F.; Luke,
G. M.; Venkateswaran, K.; Cox, S. F. J. Chem. Phys. 1988, 127, 137.

(45) Percival, P. W.; Addison-Jones, B.; Brodovitch, J.-C.; Ghandi, K.; Schüth,
J. Can. J. Chem. 1999, 77, 326.

Table 2. Dependence of Selected Hyperfine Constants in 1a and
2a on the Out-of-Plane Angle (φ)

1a 2a

φ Aµ/MHz AC/MHz AN/MHz Aµ/MHz AC/MHz AN/MHz

25° 83.54 81.76 9.69 69.22 142.42 9.62
30° 161.74 99.05 8.76 157.00 166.98 10.20
35° 240.50 117.69 8.18 244.53 190.96 10.55
40° 318.70 136.00 7.97 330.36 215.59 10.59
45° 393.85 152.28 7.97 411.87 233.83 10.63

Table 3. Calculated Hyperfine Constantsa (MHz) and Energies of
Reactionb (kJ mol-1) for the Possible Radicals Formed by Mu
Addition to Carbene 1, and the Hyperfine Constants Determined
Experimentally

1ac,d 1ac,e 1bc expt.

Aµ
f 278.8 246.4g 401.0 246.4

AC(C2) +136.0 +119.0 7.4 +139.6
AN(N1) +8.3 +9.2 +0.5 +13.7
AN(N3) )AN(N1) )AN(N1) +4.0
Ap(CH3C5) +53.1h (+82.9)i
∆E -182.7 -122.3

a Proton hfc’s for isopropyl substituents are not reported. b ∆E )
E(radical) - [E(H) + E(carbene)]. c B3LYP/6-311G**//B3LYP/EPR-III.
dMinimum energy structure. e φ ) 35.3° to simulate vibrational averaging.
f Aµ ) Ap(γµ/γp). g Optimized to equal the experimental value. h Average
proton hfc in methyl group. i Rejected alternative assignment.

Table 4. Calculated Hyperfine Constantsa (MHz) and Energies of
Reactionb (kJ mol-1) for the Possible Radicals Formed by Mu
Addition to Carbene 2, and the Hyperfine Constants Determined
Experimentally

2ac,d 2ac,e 2bc expt.

Aµ
f 340.0 286.7g 401.0 286.7

AC(C2) +220.0 +202.9 +5.0
AN(N1) +10.6 +10.6 +0.9 +13.0
AN(N3) )AN(N1) )AN(N1) +3.6
Ap(HC4) +138.3 (+94.5)h
Ap(HC5) -43.6
∆E -213.8 -134.6

a Proton hfc’s for mesityl substituents are not reported. b ∆E) E(radical)
- [E(H) + E(carbene)]. c B3LYP/6-31G// B3LYP/EPR-II. dMinimum
energy structure. e φ ) 37.2° to simulate vibrational averaging. f Aµ ) Ap(γµ/
γp). g Optimized to equal the experimental value. h Rejected alternative
assignment.

Figure 3. Transverse field µSR spectrum at 14.4 kG from 1 in THF at
298 K. The pair of peaks at ca. 73 and 320 MHz is due to a muoniated
radical.

Aµ ) νR1 - νR2 (1)

Bres )
1
2 [Aµ - Ak

γµ - γk
-
Aµ

2 - 2MAk
2

γe(Aµ - Ak) ] (2)
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H

is pyramidal (out-of-plane angle 40.1° for 1a; 41.4° for 2a). To
our knowledge, this is the first reported addition to a stable
carbene that does not produce a planar tricoordinate carbon. In
1a, the imidazole ring is no longer planar, being puckered at
N1 and N3 (out-of-plane angle 23°) with the H(Mu) adduct on
the side opposite to the isopropyl groups. The ring is close to
planar in the case of 2a, although this depends on the dihedral
angle between the mesityl rings and the imidazole ring. In the
fully optimized structure, the dihedral angle is 62°, and the ring
distortion is less than 1°. If the mesityl rings are forced to be
perpendicular to the imidazole ring, the out-of-plane deviation
increases to 3.4°.
The structures of 1b and 2b were found to be considerably

different from those of the parent carbenes. The C4-C5 and
C4-N3 bonds are significantly longer, while the N3-C4-C5
angle is smaller, due to the change in bonding at the site of
addition. The differences in the geometrical parameters extend
a considerable distance from the site of addition. The N1-C2-
N3 angle is also slightly larger in the radicals. The geometrical
parameters for the carbenes 1 and 2 and the radicals 1a, 1b,
2a, and 2b are reported in Table 1.
3.2. Energetics. To validate our thermochemical calculations,

we have investigated the reaction of H with triplet methylene.
Our calculations (UB3LYP/6-311G**) show that the addition
reaction is exothermic (-492.1 kJ mol-1), in good agreement
with literature values.42 Similar calculations were performed for
the addition of a hydrogen atom to either the carbeneic carbon
or the double bond of 1. In both cases, the reaction is exothermic
(-182.7 and -122.3 kJ mol-1, respectively), with radical 1a

(addition to the carbeneic site) favored. The same result was
found for carbene 2: the carbeneic site is favored over the
double bond (the energies of reaction are -213.8 and -134.6
kJ mol-1, respectively).
The distinguished coordinate paths for addition at the two

sites are shown in Figure 2. There is a discernible transition
state for addition to the double bond, with a C-Mu distance of
∼1.92 Å and an activation barrier of 4.5 kJ mol-1. This value
is similar to the barrier for the H + C2H4 reaction.32 There is
no clear transition state for reaction at the carbene site (C2).
While it is known that DFT methods have difficulty in locating
transition states, the fact that one was located for addition to
the double bond at C5 suggests that the lack of a transition state
is not due to problems with the theoretical model but actually
reflects the behavior of the system. The nonexistent activation
barrier for reaction at the carbeneic carbon suggests that this
should be the dominant pathway. We therefore expect that 1a
will be the major radical product for H(Mu) addition to 1, and
2a in the case of carbene 2.
3.3. Hyperfine Coupling Constants. The results of calcula-

tions on 1a indicate that the majority of the unpaired spin density
(74.9%) is localized on the R-carbon (C2), with 9.3% on each
of the adjacent nitrogens and a small amount of negative spin
density (-1.2%) on carbons 4 and 5. In 1b, most of the unpaired
spin density is localized on C4 (83.3%), with a small amount
of delocalization into the N1-C2-N3 fragment (7.3%, 7.8%,
and 6.3%, respectively).
Single-point calculations performed on the minimum energy

geometry of 2a show a small (4.4%) but significant amount of
unpaired spin density delocalized onto the mesityl rings. This
occurs because the optimized structure of 2a has the mesityl
rings at an angle of 61.9° to the N1-C2-N3 plane, resulting
in a small overlap of the π-system of the mesityl ring with the
imidazole ring. Torsional oscillations of the mesityl rings at
room temperature should make this overlap intermittent and
greatly reduce the spin delocalization, resulting in a higher
measured hfc than that calculated for a fixed geometry. X-ray
crystallography of 2 shows that the average position of the
mesityl rings is perpendicular to the imidazole rings, and it
would be reasonable to expect the same for 2a. We have

(42) Aoyagi, M.; Shepard, R.; Wagner, A. F.; Dunning, T. H., Jr.; Brown, F. B.
J. Phys. Chem. 1990, 94, 3236.

Figure 1. Optimized structure of 1a showing the nonplanar radical center
at C2. The H(Mu) adduct is colored red; the other atoms are H, gray; N,
green; and C, blue.

Table 1. Selected Bond Lengths (Å) and Angles (deg) Calculated
for Carbenes 1 and 2, Their Radicals Derived from the Addition of
H(Mu), and Experimental X-ray Crystallographic Data for 3

1aa 1ba 1a 3b 2ac 2bc 2c 2b

r(N1-C2) 1.430 1.386 1.377 1.363(1) 1.431 1.397 1.392 1.365(4)
r(N3-C2) 1.430 1.358 1.377 1.363(1) 1.431 1.367 1.392 1.371(4)
r(N1-C5) 1.418 1.414 1.415 1.394(1) 1.409 1.411 1.411 1.381(4)
r(N3-C4) 1.418 1.496 1.415 1.394(1) 1.409 1.504 1.411 1.378(4)
r(C4-C5) 1.363 1.505 1.367 1.352(2) 1.356 1.491 1.357 1.331(5)
θ(N1-C2-N3) 104.6 104.8 102.4 101.5(1) 104.0 103.6 101.2 101.4(2)
θ(C5-N1-C2) 108.6 113.8 112.8 113.47(8) 109.3 114.2 113.1 112.8(3)
θ(C2-N3-C4) 108.6 114.6 112.8 113.47(8) 109.3 115.0 113.1 112.8(3)
θ(N1-C5-C4) 108.5 106.2 106.0 105.78(5) 108.6 107.0 106.3 106.5(3)
θ(N3-C4-C5) 108.5 100.3 106.0 105.78(5) 108.6 100.2 106.3 106.5(3)

a Calculated values (B3LYP/6-311G**). b X-ray data from ref 41.
c Calculated values (B3LYP/6-31G).

Figure 2. Distinguished coordinate reaction paths for H addition to the
carbeneic (0) and alkeneic carbons (]) of 1.

AR T I C L E S McKenzie et al.

11568 J. AM. CHEM. SOC. 9 VOL. 125, NO. 38, 2003

Mu

N
C

(a)

• Used calculated reaction energies to place Mu in the molecule: (a) 
preferred site.

∆" # = "!"#$%"&. − "%"!()*). + "+

• Adjust the theoretical Aµ to agree with the experimental value. 

anion (which can formally be viewed as the product of the
reaction between a carbene and the simplest radical, the electron)
has been generated electrochemically from a stable singlet
carbene and studied by electron spin resonance (ESR), cyclic
voltammetry, and theoretical methods13,14 The magnitude of the
proton coupling in the ESR spectrum of the radical anion derived
from 1,3,4-triphenyl-4,5-dihydro-1H-1,2,4-triazol-5-ylidene im-
plies that about two-thirds of the unpaired spin density is
delocalized onto one of the substituent phenyl rings. There is
also a small nitrogen coupling. Thus, at most, one-fourth of the
unpaired electron density remains at the nominal radical center
(the original carbene). In a formal sense, the H atom adduct
may be viewed as the protonated radical anion, but this cannot
be used to predict the preferred site of radical attack on the
carbene, which depends on both the reactivity of the various
sites and the geometry of the transition state.
For imidazol-2-ylidenes, it is not obvious how the hydrogen

atom will react, particularly given recent theoretical evidence
for π-electron delocalization around the ring.15,16 Thus, the
addition of a hydrogen atom to carbenes 1 and 2 could occur at
(a) the carbeneic carbon to produce 1a and 2a or (b) the alkeneic
carbon to produce 1b and 2b (Scheme 1). The hydrogen atom
might also add to the mesityl (2,4,6-trimethylphenyl) rings of
carbene 2, to give one or more of the cyclohexadienyl radicals
shown in Scheme 2.
The hydrogen atom is an excellent probe of reactivity because

its small size minimizes steric interference and its simple
structure avoids additional electronic effects. However, H is not
a common reagent for solution studies, largely because of
complications inherent in its generation. Most commonly, the
H atoms are produced by photolysis or radiolysis of water or
other protic solvents, but this usually results in other radical
species. In addition, such solvents are not compatible with
imidazol-2-ylidenes. Rather than use H atoms to generate the
radicals and ESR to observe them, we have used a light isotope
of hydrogen called muonium (Mu ) [µ+,e-]) and detected the
radicals by techniques collectively known as muon spin rotation

and resonance (µSR).17-20 Mu is a one-electron atom whose
nucleus is the positive muon; it is chemically identical to H,
but has one-ninth the mass. Its usefulness as a probe of hydrogen
atom chemistry is well documented.21-23
There are several advantages to using µSR rather than ESR:

(1) Mu is formed by irradiation of a sample with positive muons,
so there is no need for complicated mixtures necessary to
produce H, and there are no observable side reactions. (2) Mu
can be produced with the muon spins almost 100% polarized,
whereas the polarization in ESR experiments is normally limited
by the Boltzmann population difference (less than 0.1%
polarization for X-band ESR and room temperature). (3) The
muon is radioactive with a lifetime of 2.2 µs, and the positron
produced in the decay is emitted preferentially along the
direction of the muon spin, which provides a convenient method
of monitoring the evolution of the muon spin. Muon hyperfine
coupling constants (Aµ) can be measured by transverse field
muon spin rotation (TF-µSR), and the hyperfine coupling
constants (hfc’s) for other magnetic nuclei in the radical can be
determined by muon avoided level-crossing resonance (µLCR).
(4) The radicals detected by µSR are formed within 10 ns of
implantation of the muon, which allows for the determination
of the products formed solely by Mu addition and not by
rearrangements or any other process. (5) The relative signs of
the hfc’s can be determined by µLCR, something which is rarely
possible by ESR.
Here, we present theoretical calculations on the possible

radicals formed by hydrogen atom addition to the stable carbenes
1 and 2. We have focused our efforts on the imidazol-2-ylidenes
(1,2) because of their high symmetry and the availability of
isotopically labeled samples. The results of the calculations were
confirmed by the detection of muoniated radicals formed by
addition of muonium to the carbenes.

2. Computational Methods
Theoretical calculations on the parent carbenes and the radicals

resulting from Mu addition to the imidazole ring were carried out using
the Gaussian 98 suite of programs.24 The calculation of the hfc’s of
open shell systems has been a considerable challenge, and it is only
recently that density functional theory (DFT) calculations have been
successful in reproducing the geometry and magnetic properties of free
radicals at moderate computational cost, relative to other appropriate
methods.25,26 Accurate calculation of the hfc’s also requires inclusion
of solvent effects and averaging over large amplitude modes.27
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Scheme 1. Possible Reactions of Stable Imidazole-type Carbenes
with the Hydrogen Atom (and Its Isotope Muonium, Mu)
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EXPERIMENTAL APPROACH
• Muonated Fe: follow the evolution of the muon frequency shift in a transverse field experiment as a 

function of the applied stress in a single Fe crystal1

COMBINED THEORETICAL / EXPERIMENTAL APPROACH
• Muonated Fe3O4, ZnO and LiF:  the theoretical calculations are used for testing different potential 

muon stopping sites 

THEORETICAL APPROACH
• Approach that relies on the analysis of the electrostatic potential of the bulk material obtained from 

Density Functional Theory (DFT) simulations.  This is know as the Unperturbed Electrostatic 
Potential Method (UEP)

2
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FIG. S1. (color online). Calculated electrostatic potential for the unperturbed solid. Blue coloring indicates regions that are
attractive to a positive charge, red regions repel a positive charge. Below and above the end of the scale the color coding is
blue and red respectively with no further gradient. The scale is relative and cannot be compared between di↵erent compounds.
Ions are drawn at their ionic radii. Li (blue), F (green), Ca (red), Co (magenta). The c axis is vertical. Arrows indicate the
dia- and paramagnetic muon sites obtained through a full relaxation, which agree with the experimentally determined muon
sites. In CoF2 the muonium site is close to the octahedral site that also hosts the diamagnetic muon. Note also that the muon
zero point energy, characterizing the extent of its delocalization in the absence of bonding, is about 0.8 eV in the F–µ–F state
and about 0.2� 0.6 eV as muonium, see tables I and II in the main text.

For Mu in CoF2 the dipolar coupling was estimated
from the dipolar coupling to the Co moments only. The
Mu electron spin density is approximately spherically
symmetric and therefore only yields a small contribution
to the dipolar coupling, which has been neglected. The
Co moment was assumed to be 2.64µB and the pertur-
bation of the n.n. moment was taken to be �25% (the
calculated reduction of the spin-only moment). The per-
turbation of the spin-only moments of the other Co ions
in the supercell was negligible. At di↵erent levels of ap-
proximation the dipolar coupling is 0.49 T (unperturbed
crystal), 0.72 T (crystallographic distortions only) and
0.52 T (crystallographic distortions and perturbation of
the n.n. Co moment), all are along c and have the same
sign as the contact coupling.

II. COMPARISON WITH ELECTROSTATIC
POTENTIAL

There has been considerable interest recently in iden-
tifying muon sites by locating the minima of the elec-
trostatic potential of the unperturbed host (calculated
at varying levels of complexity).S8–S12 In this section we
compare the sites of the dia- and paramagnetic muons ob-
tained through a full ionic relaxation (which, as demon-
strated, are in excellent agreement with the experimen-
tal sites) with the location of the minima of the elec-
trostatic potential of the unperturbed solid. We define
electrostatic potential to mean the inverted sum of the
conventional Hartree and ionic potentials (convention-
ally defined to be positive in regions that repel elec-
tronic charge density). The calculated electrostatic po-
tentials are shown in Fig. S1 for three of the compounds
of this series. It is evident that the minima of the elec-
trostatic potential do not coincide in general with the

correct dia- or paramagnetic muon sites.S13 In the dia-
magnetic case this is due to the interaction of the muon
with its host and in particular the formation of the molec-
ular F–µ–F state which, having the strongest known hy-
drogen bond,S14 releases a substantial amount of energy
upon formation. While interstitial muonium generally
interacts more weakly with the host due to the screening
by the Mu electron, this screening also makes muonium
less sensitive to the host’s electrostatic potential and the
site of muonium localization is mainly determined by the
space required to accommodate the Mu electron. Muo-
nium could also be located in a bond-centered rather than
an interstitial location, in which case there usually is a
significant interaction with the lattice.S15,S16 As argued
in the main text, the muon can have an exceptionally
large zero-point energy which needs to be taken into ac-
count if di↵erent candidate sites are investigated (in this
series the ionic relaxation only yielded a single dia- and
paramagnetic site). It is therefore clear that muon sites
should not be assigned to the minima of the electrostatic
potential of the unperturbed solid without detailed anal-
ysis.

III. EXPERIMENTAL SEARCH FOR F–µ–F
STATE IN COBALT(II) FLUORIDE

A powder sample of CoF2 (Sigma Aldrich 236128) was
wrapped in 25 µm silver foil and mounted in a 4He cryo-
stat on the GPS instrument at the Paul Scherrer In-
stitut in Switzerland. Above the critical temperature
of 37.85 K, we observed oscillations in the muon de-
cay asymmetry A(t) characteristic of an F–µ–F state,
see Fig. S2. The data were fitted to

A(t) = A1 exp(��1t)Dz(t) +Abg exp(��bgt), (S1)
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site of muonium localization is mainly determined by the
space required to accommodate the Mu electron. Muo-
nium could also be located in a bond-centered rather than
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large zero-point energy which needs to be taken into ac-
count if di↵erent candidate sites are investigated (in this
series the ionic relaxation only yielded a single dia- and
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should not be assigned to the minima of the electrostatic
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(e) + in CoF2 (f) Muonium in CoF2

(c) + in CaF2/BaF2 (d) Muonium in CaF2/BaF2

(a) + in LiF/NaF (b) Muonium in LiF/NaF

FIG. 1. (Color online) Calculated equilibrium geometries of dia-
and paramagnetic muon states in LiF/NaF (Li/Na blue, F green),
CaF2/BaF2 (Ca/Ba red), and CoF2 (Co magenta). Translucent spheres
represent the equilibrium ionic positions before the muon (brown) is
introduced into the crystal. Black lines are a guide to the eye. The
c axis is vertical.

calculated structures (Fig. 1) allow us to study the radial
displacements of the ions as a function of their unperturbed
distance from the muon site (Fig. 2). The calculated displace-
ments demonstrate that the muon’s perturbation is large but
short ranged. While it is known that the perturbation of the
fluoride ions must be significant based on the experimentally
measured F-µ bond lengths of the F-µ-F states found in many
fluorides,12,13 we can now quantify the perturbation of the
cations as well. Since localized magnetic moments would be
located on the cation, the cation displacements are particularly
pertinent to understanding the effect of the muon’s perturbation
on experimentally measured µ+SR spectra discussed below.
Our results show that in LiF, CaF2, and BaF2 the perturbation
of the nearest neighbor (n.n.) cations even exceeds those
of the fluoride ions bound in the F-µ-F state. At short
distances the direct Coulomb interaction between the muon
and the surrounding ions dominates over the elastic interaction
transmitted through the lattice. We therefore expect similar
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FIG. 2. (Color online) The radial displacements of the ions as
a function of their distance from the muon site in the unperturbed
crystal. Cation (black circle), fluoride (blue square). For all com-
pounds the displacements are well converged already on a 2 × 2 × 2
supercell but for LiF and CoF2 the F-µ-F displacements are shown
for larger cells.

distortions to be present in any ionic insulator, regardless of
whether it contains fluoride ions or not. Indeed we believe
that the formation of the F-µ-F state somewhat mitigates the
n.n. cation distortions due to the attraction of negative charge
density towards the muon. At short distances all displacements
are radially in- or outwards from the muon due to the symmetry
of the site. Beyond the n.n. shell, elastic interactions cause
some nonradial displacement.

We have also investigated the effect that the muon has
on the magnetic moments of the surrounding ions. In this

121108-2

Muonium in CaF2



1) Build 2x2x2 Si supercell
2) Define region to randomly locate muonium pseudo-atoms
3) Generate muonated structures placing muonium in randomised positions

within the chosen region
4) Relax filtered structures using calculated DFT forces

80 structures2x2x2 Si supercell

https://arxiv.org/abs/1801.10454



• Define nD vector: (ET, Q1, Q2, Q3,… )

• Look for “closeness” in nD space

• Hierarchical clustering

• 3 clusters identified

Python library Soprano (CCP NC ) https://github.com/CCP-NC/soprano

SOPRANO



SOPRANO

Si_1 Si_2 Si_3

• Identified 3 clusters

• Use k-means clustering

• Iidentified the MuT and MBC in Silicon.

Python library Soprano (CCP NC ) https://github.com/CCP-NC/soprano
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1
DFT provides the basis for our computer simulations. Choose right 
code and XC functional for your system. 

3
For crystals, we can use simulations to predict the muon stopping site.

2
For molecules, standard DFT calculations can assist experiments, i.e.:
help with ALC results.

4
Working of using DFTB+, which may accelerate the calculations.  
Need to estimate the quantum effects.

CONCLUSIONS


